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Resummation formalism

A typical observable (e.g. Drell-Yan cross-section) (x = Q2

S )

σ(x,Q2) =
∫ 1

x

dz

z
L(z,Q2) σ̂

(x

z
, αs(Q2)

)
L(z,Q2) is a luminosity (convolution of pdfs) and σ̂

(
z, αs(Q2)

)
is

the partonic cross-section.

In the partonic threshold limit z = Q2

s → 1 large logarithms
log(1− z) appear in the partonic cross-section.

These large logs need to be resummed

Resummation is usually preformed in Mellin space in order to have
factorization:

σ̂res
(
N,αs(Q2)

)
= expS(N,Q2)

S(N,Q2): Sudakov exponent
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Landau pole

S(N,Q2) =
∫ N2

1

dn

n
g

(
αs

(
Q2

n

))
, g(αs) analytic in αs

Landau pole singularity ⇒ branch cut in N -space.

For example the quantity γ(N,αs(Q2)) = ∂S(N,Q2)
∂ log Q2 at leading log (LL)

approximation

γLL(N,αs(Q2)) = A log
(

1 + β0αs(Q2) log
1
N

)
has a branch cut on the real axis
for

N > NL ≡ exp
1

β0αs(Q2)

N space

NL

The Mellin inverse does NOT exist
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Connection with divergence of perturbative expansion

We can expand in series of αs(Q2) and invert term by term:

M−1 [γLL] = −A

∞∑
k=1

(−β0αs(Q2))k

k
M−1

[
logk 1

N

]

but the series diverges!

A possible way out

Approximate the Mellin inversion of the single log at LL:

M−1

[
logk 1

N

]
= k

[
logk−1(1− z)

1− z

]
+

+ NLL

and take the sum:

M−1 [γLL]
A

=
[

1
1− z

β0αs(Q2)
1 + β0αs(Q2) log(1− z)

]
+

=

[
αs

(
Q2(1− z)

)
1− z

]
+

Landau pole!
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Minimal prescription

Proposed by S.Catani, M.Mangano, P.Nason, L.Trentadue:

σMP(x, Q2) =
1

2πi

∫ c+i∞

c−i∞
dN x−N L(N,Q2) σ̂res

(
N,αs(Q2)

)
with c < NL, as in the figure.

Good properties:

well defined for all x

exact for invertible functions

asymptotic to the original divergent series

But...

N space

NLc

a non-physical region of the parton cross-section contributes

problems in numerical implementation

Marco Bonvini Ambiguities in resummation prescriptions 5



Minimal prescription

Proposed by S.Catani, M.Mangano, P.Nason, L.Trentadue:

σMP(x, Q2) =
1

2πi

∫ c+i∞

c−i∞
dN x−N L(N,Q2) σ̂res

(
N,αs(Q2)

)
with c < NL, as in the figure.

Good properties:

well defined for all x

exact for invertible functions

asymptotic to the original divergent series

But...

N space

NLc

a non-physical region of the parton cross-section contributes

problems in numerical implementation

Marco Bonvini Ambiguities in resummation prescriptions 5



Minimal prescription

Proposed by S.Catani, M.Mangano, P.Nason, L.Trentadue:

σMP(x, Q2) =
1

2πi

∫ c+i∞

c−i∞
dN x−N L(N,Q2) σ̂res

(
N,αs(Q2)

)
with c < NL, as in the figure.

Good properties:

well defined for all x

exact for invertible functions

asymptotic to the original divergent series

But...

N space

NLc

a non-physical region of the parton cross-section contributes

problems in numerical implementation

Marco Bonvini Ambiguities in resummation prescriptions 5



Minimal prescription

Proposed by S.Catani, M.Mangano, P.Nason, L.Trentadue:

σMP(x, Q2) =
1

2πi

∫ c+i∞

c−i∞
dN x−N L(N,Q2) σ̂res

(
N,αs(Q2)

)
with c < NL, as in the figure.

Good properties:

well defined for all x

exact for invertible functions

asymptotic to the original divergent series

But...

N space

NLc

a non-physical region of the parton cross-section contributes

problems in numerical implementation

Marco Bonvini Ambiguities in resummation prescriptions 5



Minimal prescription

Proposed by S.Catani, M.Mangano, P.Nason, L.Trentadue:

σMP(x, Q2) =
1

2πi

∫ c+i∞

c−i∞
dN x−N L(N,Q2) σ̂res

(
N,αs(Q2)

)
with c < NL, as in the figure.

Good properties:

well defined for all x

exact for invertible functions

asymptotic to the original divergent series

But...

N space

NLc

a non-physical region of the parton cross-section contributes

problems in numerical implementation

Marco Bonvini Ambiguities in resummation prescriptions 5



Minimal prescription

Proposed by S.Catani, M.Mangano, P.Nason, L.Trentadue:

σMP(x, Q2) =
1

2πi

∫ c+i∞

c−i∞
dN x−N L(N,Q2) σ̂res

(
N,αs(Q2)

)
with c < NL, as in the figure.

Good properties:

well defined for all x

exact for invertible functions

asymptotic to the original divergent series

But...

N space

NLc

a non-physical region of the parton cross-section contributes

problems in numerical implementation

Marco Bonvini Ambiguities in resummation prescriptions 5



Borel prescription (1)

Generic resummed quantity (for example Σ (ᾱL) = γLL(N,αs(Q2)) )

Σ (ᾱL) =
∞∑

k=0

hk (ᾱL)k ,

{
ᾱ ≡ 2β0 αs(Q2)
L ≡ log 1

N

Treat the divergent series M−1(Σ) with Borel method:?

f(z) =
∞∑

k=0

ak zk+1 Borel transform=⇒ f̂(w) =
∞∑

k=0

ak

k!
wk

Borel method: get the inverse as

fB(z) =
∫ +∞

0
dw e−w/z f̂(w)

If fB exists, the series is Borel-summable

If the original series converges ⇒ fB(z) = f(z)

? Proposed by R.Abbate, S.Forte, G.Ridolfi, J.Rojo, M.Ubiali

Marco Bonvini Ambiguities in resummation prescriptions 6



Borel prescription (1)

Generic resummed quantity (for example Σ (ᾱL) = γLL(N,αs(Q2)) )
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hk (ᾱL)k ,

{
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Σ (ᾱL) =
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Borel prescription (2)

Applied to M−1(Σ):

the Borel transform converges

the inversion integral diverges (the series isn’t Borel-summable)

proposed solution: cut-off C in the inversion integral

σ̂BP(z, C) =
[

1
2πi

∮
C

dξ

ξ Γ(ξ)
(1− z)ξ−1

∫ C

0
dw e−

w
ᾱ

d

dw
Σ

(
w

ξ

)]
+

Remarks

resummed expression at parton level ⇒ no convolution problems

asymptotic to the original divergent series

parameter C to estimate ambiguity

the cut-off is related to the inclusion of higher-twist terms

exp
(
−C

ᾱ

)
'

(
Λ2

Q2

)C/2
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ᾱ

d

dw
Σ

(
w

ξ

)]
+

Remarks

resummed expression at parton level ⇒ no convolution problems

asymptotic to the original divergent series

parameter C to estimate ambiguity

the cut-off is related to the inclusion of higher-twist terms

exp
(
−C

ᾱ
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Total cross-section (normalized to LO, cteq6.6 pdfs used)

0.0 0.2 0.4 0.6 0.8 1.0 x

2

4

6

8

dΣ
dQ2

NLO!NLL !BP, C"2"NLO!NLL !MP"NLO

Q = 100 GeV

preliminary
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Rapidity distribution (cteq6.6 pdfs used)
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Rapidity distribution for E866/NuSea (mrst2001nlo pdfs used)
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Figure 9: Fixed-order (Y < 0) versus resummed (Y > 0) predictions for the rapidity distribu-
tion at

√
s = 38.76GeV and two values of M , at different orders in perturbation theory. The

bands reflect the combined scale dependence. LO bands are light, NLO bands are medium,
NNLO bands are dark.

is not an important effect. This is in stark contrast to the conclusion reached in [15]. For
the higher mass M = 16GeV, the two NNLO bands are consistent with each other at central
rapidity, but the resummed result is significantly higher than the fixed-order prediction for
Y ! 0.3. For the integrated cross section at this value of M , threshold resummation enhances
the fixed-order value by about 7%. This can be seen from Table 2, which shows our final
predictions for the integrated cross section dσ/dM2. Besides the results obtained with and
without resummation, we also give the contributions of the resummed threshold terms alone,
corresponding to the first term in (61).

5.4 Resummation in moment space

Traditionally, resummation is performed in moment rather than momentum space [9, 10]. For
the Drell-Yan cross section integrated over rapidity one takes moments in τ at fixed M :

σN =

∫ 1

0

dτ τN−1 dσ

dM2
. (62)

For the moment-space analysis of the rapidity distribution one performs a Fourier transform
in the rapidity in addition to taking moments in τ [13, 15]. In the following, we will restrict
ourselves to the integrated cross section for simplicity. Using the representation (12), the cross
section in moment space factorizes as

σN =
4πα2

3NcM4

∑

q

e2
q

[
f q/N1

N+1 f q̄/N2

N+1 + (q ↔ q̄)
]
CN+1(M

2, µf) , (63)

where the moments of the hard-scattering coefficient and the PDFs are defined in analogy
with (62). In order to accomplish the resummation for the moments of the hard-scattering

26

T.Becher, M.Neubert, G.Xu, JHEP 0807 (2008) 030

P.Bolzoni, Phys. Lett. B 643 (2006) 325
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Rapidity distribution for E866/NuSea (mrst2001nlo pdfs used)

Figure 2: Y-dependence of d2σ/(dQ2dY ) in units of pb/GeV2. The curves are, from top to bottom, the NLO
result (red band), the NLO+NLL resummation (green band) and the LO (black band). The bands are obtained
as in figure 1.

Figure 3: Y dependence of d2σ/(dQ2dY ) in units of pb/GeV2. The curves are, from top to bottom, the NLO
result (red band) and the NLO+NLL resummation (green band) together with the E866/NuSea data. The bands
are obtained as in figure 1.
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Rapidity distribution for E866/NuSea (mrst2001nlo pdfs used)
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Transverse momentum distribution104 Risultati
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Figura 7.3: Sezione d’urto al NLL per il processo di Drell-Yan ottenuta con diverse
prescrizioni (Borel prescription con C = 1).

dove SNLL è data in (5.69). A questo livello di accuratezza, gli unici coefficienti rilevanti
sono A1, A2 e B1, che per b0 = 2e−γE assumono i valori

A1 =
CF

π
(7.40a)

A2 =
1
π2

(
67
9
− π2

3
− 10

27
nf

)
(7.40b)

B1 = −3CF

2π
. (7.40c)

Naturalmente l’espressione è troppo complicata per poter essere invertita analiticamente
con tutte le prescrizioni descritte all’inizio del Capitolo. Di fatto, un calcolo analitico è
possibile solo per le prescrizioni LL e NLL, mentre le altre richiedono necessariamente il
calcolo di integrali numerici.

Per mezzo di un codice appositamente creato abbiamo ottenuto i grafici riportati in
Figura 7.3 ottenuti per

Q = 100 GeV . (7.41)

Il valore di blim necessario per la prescrizione b" è stato scelto uguale alla posizione del polo
di Landau:

blim = bL = 7.2 GeV−1 . (7.42)

Infine, la curva corrispondente alla Borel prescription è stata calcolata per il valore C = 1.

Q = 100 GeV

M.Bonvini, S.Forte, G.Ridolfi, Nucl. Phys. B 808 (2009) 347
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Transverse momentum distribution106 Risultati
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Figura 7.5: Confronto tra b! prescription, minimal prescription e Borel prescription a diversi
valori di C.

come definita in (5.64). Questa condizione è

− A1

β0

ᾱ log q̂2
T

1 + ᾱ log q̂2
T

< 1 , (7.44)

ovvero

qT > Q exp
(
− 1

2(β0 + A1)αs(Q2)

)
LL= Λ

(
Q

Λ

) A1
β0+A1

, (7.45)

che è una funzione crescente di Q. Nel nostro caso si ha

qT > 1.73 GeV (7.46)

che, come si può vedere dal grafico, è ben al di sopra del limite per l’approssimazione LL.
La conclusione che traiamo da questi argomenti è che le approssimazioni LL, NLL o

oltre non sono affidabili, ed è necessario includere tutti i termini nell’inversione per avere
un risultato accettabile. Perciò tralasciamo queste approssimazioni e concentriamoci sulle
tre prescrizioni integrali.

In Figura 7.5 sono presentate le tre prescrizioni integrali in un range più piccolo; per la
Borel prescription sono illustrati i grafici calcolati con C = 1, 2, 3.

La b! prescription ha una particolarità: q̂2
T Σ̄b"(q̂2

T ) tende a zero per qT → 0. Questo si
capisce anche dall’inversione del singolo logaritmo, Figura 7.2; quindi questo andamento,
come si sapeva, non è veritiero. Inoltre, la b! prescription è relativamente semplice da
implementare numericamente a livello della sezione d’urto partonica, ma ha il difetto di
avere difficoltà nel matching col risultato all’ordine fisso, come spiegato in [30].

Q = 100 GeV

M.Bonvini, S.Forte, G.Ridolfi, Nucl. Phys. B 808 (2009) 347
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Conclusions

Main concepts and results

Perturbative expansions are divergent:

ambiguity in the extraction of a finite result
some prescriptions to deal with divergence are available
estimate ambiguity using different prescriptions

Is the ambiguity important?

total cross-section (and rapidity distribution): non-negligible
transverse momentum distribution: very small

Do we need a non-perturbative function?

no, for total cross-section and rapidity distribution
for transverse momentum distribution only for very small qT
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Spare slides
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Minimal prescription: non-physical contribution

σMP(x, Q2) =
1

2πi

∫ c+i∞

c−i∞
dN x−N σ̂res

(
N,αs(Q2)

)
L(N,Q2)

=
1

2πi

∫ c+i∞

c−i∞
dN x−N σ̂res

(
N,αs(Q2)

) ∫ 1

0
dz zN−1 L(z,Q2)

=
∫ 1

0

dz

z
L(z,Q2) σ̂res

(x

z
, αs(Q2)

)
The integral extends from 0 to 1, not from x to 1!
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MP vs BP for single logarithm

Using Minimal prescription we get the exact inversion

M−1

(
log

1
N

)
MP

=

[
1

log 1
z

]
+

Using Borel prescription we get the more physical result

M−1

(
log

1
N

)
BP

=
[

1
1− z

]
+

(
1− e−

C
ᾱ

)
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