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Measurements of Tc of isotopes of Mercury led independently, in 1950, Emanuel
Maxwell and the group of Reynolds to discover the isotope effect: Tc ≈ M−1/2,
where M is the ionic mass. The discovery was crucial, showing that phonons are
relevant in superconductivity. Soon after John Bardeen published a note [1], and
Herbert Fröhlich [2] a paper he was working on.
The interaction of two electrons mediated by a phonon exchange is

U0(k, ω) = g
v2
sk

2

ω2 − v2
sk

2
θ(ωD − vs k)(1)

with the Debye cutoff. In the narrow energy shell |ε− εF | < ~ωD the interaction is
attractive. Since at low T the electronic properties are precisely determined by the
particles in the energy shell of width ∼ kBT near the Fermi surface, this feature is
important.

... at that time, it appeared that the main problem of the microscopic theory was
to show how electron-phonon interactions might yield an energy gap.
That electron-phonon interactions lead to an effective attractive interaction between
electrons by exchange of virtual phonons was shown by Fröhlich by use of field-
theoretic techniques. His analysis was extended by Pines and myself to include
Coulomb interactions. In second order, there is an effective interaction between
the quasi-particle excitations of the normal state which is the sum of the attractive
phonon-induced interaction and a screened Coulomb interaction ...

The next major step was made by Cooper, who, following up this approach,
showed that if there is an effective attractive interaction, a pair of quasi-particles
above the Fermi sea will form a bound state no matter how weak the interaction.
If the binding energy is of the order of kBTc, the size of the pair wave function is of
the order of 10−5 to 10−4 cm. This calculation showed definitely that, in the pres-
ence of attractive interactions, the Fermi sea which describes the ground state of
the normal metal is unstable against the formation of such bound pairs. However,
one could not use this calculation immediately to construct a theory of superconduc-
tivity. If all of the electrons within ≈ kBTc of the Fermi surface form such bound
pairs, the spacing between the pairs would be only 10−6cm, a distance much smaller
than the size of a pair. Because of the considerable overlap between the pairs, and
because of the exclusion principle and required anti-symmetry of the wave functions,
they cannot be regarded as moving independently. Thus, the picture proposed ear-
lier by Schafroth (1955), and developed more completely in cooperation with Butler
and Blatt of electron pairs as “localized entities (pseudo-molecules) whose center-of-
gravity motion is essentially undisturbed”, and which at low temperatures undergo
an Einstein–Bose condensation is not valid. New methods were required to con-
struct a theory of superconductivity, and this was first accomplished by the joint
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2 BCS

efforts of Cooper, Schrieffer, and myself. (J. Bardeen [4])

In 1954 Max Robert Schafroth made the hypothesis that electrons bind in
charged pairs in space, that undergo Bose-Einstein condensation [3].

In 1956, Leon Cooper showed that two electrons with an attractive potential in a
shell (εF , εF +~ωD) in momentum space, in presence of electrons that fill the Fermi
sphere, can form a bound state [5]. Such Cooper pair has zero total momentum and
spin, and a binding energy of the expected size ∆ ∼ kBTC .

In momentum space, the eigenfunctions of H = 1
2m (p2

1 + p2
2) + U have the form

ψ(x1ω1,x2ω2) =
1

V

∑
k1k2

c(k1,k2)ei(k1·x1+k2·x2) χs,ms(ω1, ω2)

with |ki| > kF (the states in the Fermi sphere are unavailable). The function c is
symmetric for the exchange of k1 and k2 for s = 0 (singlet) and antisymmetric for
s = 1 (triplet).
The center of mass has zero kinetic energy if k1 + k2 = 0. With this choice that
lowers the energy, the eigenvalue equation for c(k) = c(k,−k) is

~2k2

m
c(k) +

∑
k′
〈k,−k|U |k′,−k′〉c(k′) = E c(k), |k′| > kF

The matrix element is supposed to be −g/V if both momenta are in the energy
shell Γ = {k : εF < εk < εF + ~ωD}. To take advantage only of the attractive part
of the interaction, c(k) is chosen to vanish outside Γ.(

E − ~2k2

m

)
c(k) = − g

V

∑
k′∈Γ

c(k′)

The sum in r.h.s. is a constant −gC:

c(k) = −g C

E − 2εk

where εk = ~2k2/2m. A self-consistency condition arises by summing both sides on
k ∈ Γ. C cancels and an equation for the energy E of the bound state is obtained:

−1

g
=

∫
Γ

dk

(2π)3

1

E − 2εk
=

∫
Γ

dε
ρ(ε)

E − 2ε

ρ(ε) is the density of states for free electrons per spin component and unit volume.
Since ~ωD � εF , the density is nearly constant in Γ and is taken out

− 1

gρ(εF )
=

∫ εF+~ωD

εF

dε

E − 2ε
= −1

2
log
|E − 2εF − 2~ωD|
|E − 2εF |

= −1

2
log

∆ + ~ωD
∆

where ∆ is the binding energy of the pair: E = 2εF −∆.
It is: ∆ = (∆ + 2~ωD) exp(−2/ρF g). Because of the exponential factor it is ∆ �
~ωD. The non-perturbative formula is obtained:

∆ ≈ 2~ωD exp

(
− 2

ρ(εF )g

)
(2)
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According to the microscopic theory g is the square of the electron-phonon coupling.
For the electron gas ρ(εF ) = 3

4n/εF ,where n is the density of electrons and εF is

the Fermi energy1.
The Cooper pair is destroyed at thermal energy kBTc ≈ ∆� kBTD.

The wave-function of the Cooper pair is a spin-singlet (s=0) and, with r = x1 − x2

ψ(r) ∝
∫

Γ

dk

(2π)3

eik·r

2εF −∆− 2εk

The size of a Cooper pair is estimated in momentum space through the integral

〈r2〉 =

∫
Γ
dk c(k)(−~2∇2c)(k)∫

Γ
dk c(k)2

The square root gives a size much larger than lattice spacing: r/a0 ≈ (TF /Tc) ≈
104. This feature makes microscopic details of many (type I) superconductors
irrelevant and a mean field description possible.

1. The BCS Hamiltonian

The BCS theory2 (1957) is a many-electron model, characterized by the at-
tractive interaction that arises in the static limit of the phonon exchange (1)
U0 = −gδ(x− x′), which captures the essence [6].

In working out the properties of our simplified model and comparing with experi-
mental results on real metals, we were continually amazed at the excellent agreement
obtained. If there was serious discrepancy, it was usually found on rechecking that
an error was made in the calculations. Everything fitted together neatly like the
pieces of a jigsaw puzzle ... [4].

The theory is here presented in the matrix formulation by Nambu [11].

(3) K̂ =

∫
dx
[
ψ̂†↑kxψ̂↑ + ψ̂†↓kxψ̂↓ −

g

2
(ψ̂†↑ψ̂

†
↓ψ̂↓ψ̂↑ + ψ̂†↓ψ̂

†
↑ψ̂↑ψ̂↓)

]
where kx = 1

2m (p + e
cA)2 + U(x) − µ and the Debye cut-off is understood for the

attractive interaction.
An integration by parts and an anticommutation bring ψ̂†↑kxψ̂↑ to −ψ̂↑kxψ̂†↑ up to

a constant3. In the quartic interaction the two spin configurations are equivalent:

ψ̂†↑ψ̂
†
↓ψ̂↓ψ̂↑ = ψ̂†↓ψ̂

†
↑ψ̂↑ψ̂↓

1If zc is the number of conducting electrons per ion, Mi is the ionic mass, me is the electron

mass (mp/me = 1836), vF is the Fermi velocity and vs is the speed of sound, it is

ρ(εF )g =
zc

6

me

Mi

(
vF

vs

)2

Al: vs = 6320m/s, vF = 2.02× 106m/s, M = 27mp, zc = 3, ρF g = 1.030.

Sn: vs = 3320m/s, vF = 1.90× 106m/s, M = 118mp, zc = 4, ρF g = 1.0078. These values in the

formula give a factor around 0.13.
2At the time, Leon Cooper and Robert Schrieffer were respectively post-doc and graduate

student of John Bardeen. Read the nice historical account by Hoddeson [13]
3The operators kx and kx differ by the sign of the term linear in p, if any.
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The interaction is simplified as in Hartree-Fock theory, by replacing pairs of creation

and destruction operators with their mean values, ψ̂†↓ψ̂
†
↑ψ̂↑ψ̂↓ ≈ 〈ψ̂

†
↓ψ̂
†
↑〉ψ̂↑ψ̂↓ +

ψ̂†↓ψ̂
†
↑〈ψ̂↑ψ̂↓〉. This is reminiscent of Cooper pairs, and introduces a complex field

(4) ∆(x) = −g〈 ψ̂↑(x)ψ̂↓(x)〉

It is an order parameter for superconductivity, and will be shown to be proportional
to the Ginzburg-Landau field. The thermal average is calculated with the effective
Hamiltonian, that no longer conserves the number of electrons

K̂BCS =

∫
dx
[
−ψ̂↑kxψ̂†↑ + ψ̂†↓kxψ̂↓ + ∆ψ̂↑ψ̂↓ + ψ̂†↓ψ̂

†
↑∆
]
.

The effective Hamiltonian is written in the matrix form:

K̂BCS =

∫
dxΨ†(x)(KxΨ)(x)(5)

Ψ†(x) =
[
ψ̂†↓(x), ψ̂↑(x)

]
, Kx =

[
kx ∆(x)

∆(x) −kx

]
, Ψ(x) =

[
ψ̂↓(x)

ψ̂†↑(x)

]
(6)

The components of Ψ and Ψ† anticommute (note that (Ψr)
† = (Ψ†)r):

{Ψr(x),Ψ†s(y)} = δrsδ3(x− y), {Ψr,Ψs} = {Ψ†r,Ψ†s} = 0.(7)

As the effective Hamiltonian is quadratic in the fields, the model can be solved
as a theory of independent particles, with the self-consistent gap equation eq.(4).
Two equivalent approaches to solution are presented:
• Green functions (Gorkov, 1958 [9] adapted in Nambu’s matrix formalism);
• Canonical transformation (de Gennes). The operator Kx is diagonalized, and
canonical operators adapted to the new basis replace the field operators. It gen-
eralises the canonical transformation for homogeneous systems by Bogoliubov and
Valatin (1958).

2. The Nambu - Gorkov theory

There are advantages in studying the BCS model with the Green function formal-
ism. The imaginary time evolution of operators is O(τ) = eτK/~Oe−τK/~, where
K is the effective hamiltonian (5). The equation of motion of Ψ(x, τ) is:

−~ ∂
∂τ

Ψr(x, τ) = e
1
~ τK̂ [Ψr(x), K̂]e−

1
~ τK̂

= e
1
~ τK̂

∫
dx′[Ψr(x),Ψ†s′(x

′)(Ks′sΨs)(x
′)]e−

1
~ τK̂

= e
1
~ τK̂

∫
dx′{Ψr(x),Ψ†s′(x

′)}(Ks′sΨs)(x
′)e−

1
~ τK̂

= (KrsΨs)(x, τ)

Let us introduce the thermal Nambu propagator

(8) −G(x, x′) = 〈T Ψ(x)Ψ†(x′)〉
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It is a matrix with components

G(x, x′) = −

[
〈T ψ↓(x)ψ†↓(x

′)〉 〈T ψ↓(x)ψ↑(x
′)〉

〈T ψ†↑(x)ψ†↓(x
′)〉 〈T ψ†↑(x)ψ↑(x

′)〉

]
=

[
G (x, x′) F (x, x′)
F †(x, x′) −G (x′, x)

]
Note the sign and the exchange of x and x′ in one component. The correlators F
and F † are named anomalous and vanish in the normal phase. In particular:

(9) ∆(x) = −gF (x, x+)

The equation of motion of the Nambu propagator,

(10)

[
~
∂

∂τ
+ Kx

]
G(x, x′) = −~δ4(x− x′) I2

simplifies in Matsubara (odd) frequency space:[
−i~ωn + kx ∆(x)

∆(x) −i~ωn − kx

]
G(x,x′; iωn) = −~δ3(x− x′) I2(11)

G(x,x′, iωn) =

[
G (x,x′, iωn) F (x,x′, iωn)
F †(x,x′, iωn) −G (x′,x,−iωn)

]
(12)

When ∆ = 0, eq.(10) is solved by the normal Nambu propagator

Gn(x, x′) =

[
Gn(x, x′) 0

0 −Gn(x′, x)

]
The normal solution is used to transform (10) into a Dyson equation (integration
of repeated variables is implicit):

G(x, y) = Gn(x, y) +
1

~
Gn(x, x′)D(x′)G(x′, y), D(x) =

[
0 ∆
∆ 0

]
(13)

In BCS theory the self-energy D is local and time-independent. The BCS description
was found inadeguate for elements like Pb, and a microscopic model with the full
phonon-electron interaction was considered. The Dyson equation becomes

G(x, y) = Gn(x, y) + Gn(x, x′)S(x′, x′′)G(x′′, y).(14)

where now S is a bi-local proper self-energy matrix. The 1-phonon exchange dia-
gram S(x, y) = − 1

~G(x, y)U0(x − y) is the basis of the strong-coupling theory by
Eliashberg (see the handbook by Zakoskin [14]).

The homogeneous solution. In k-space the equation of motion (11) for the
Nambu propagator is algebraic[

i~ωn − ξk −∆
−∆ i~ωn + ξk

]
G(k; iωn) = ~ I2

with ξk = εk − µ. The solution is obtained by matrix inversion:

G(k; iωn) =
−~

~2ω2
n + ξ2

k + |∆|2

[
i~ωn + ξk ∆

∆ i~ωn − ξk

]
(15)

The normal and anomalous propagators are obtained:

G (k, iωn) = −~ i~ωn + ξk
~2ω2

n + E2
k

=
|uk|2

iωn − (Ek/~)
+

|vk|2

iωn + (Ek/~)

F (k, iωn) = −~ ∆

~2ω2
n + E2

k

=
ukvk

iωn − (Ek/~)
− ukvk
iωn + (Ek/~)
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Figure 1. The parameters |uk|2 and |vk|2 as functions of ξk for
|∆| = 0.1.

|uk|2 =
1

2

(
1 +

ξk
Ek

)
, |vk|2 =

1

2

(
1− ξk

Ek

)
, ukvk =

∆

2Ek
(16)

Ek =
√
ξ2
k + |∆|2(17)

Ek is the excitation energy of a single electron, with minimum value |∆|. To break
a Cooper pair, two electrons must be excited. Therefore the minimal excitation
energy of a superconductor is 2|∆|.
This existence of an energy gap at the Fermi energy is an important result of the
BCS theory. It is an energy interval depleted of states (see Fig.2). Its presence
explains many properties of superconductors such as:
- exponential suppression of specific heat at T << Tc;
- absence of absorption of infrared light with ~ω < 2∆;
- tunneling in n-s or s-s junctions (Giavaert, 1960). It provides a direct measure of
the gap as the jump of the voltage versus tunneling current.
In the normal phase Ek = |ξk|; then |uk| = θ(εk − µ), |vk| = θ(µ − εk) and the
normal thermal Green function results.

The spectral density of the superconducting phase

ρs(E) =
∑
k

|uk|2δ(E − Ek) + |vk|2δ(E + Ek)

(use the approximation |∆| � µ) clearly shows a sharp energy gap of width 2∆
centred at the chemical potential.

ρs(E)

ρ0
=



−E+
√
E2−∆2

√
E2−∆2

√
1 + E

µ + |E|−
√
E2−∆2

√
E2−∆2

√
1− E

µ −µ < E < −∆

0 −∆ < E < ∆
E−
√
E2−∆2

√
E2−∆2

√
1− E

µ + E+
√
E2−∆2

√
E2−∆2

√
1 + E

µ ∆ < E < µ

2
√

1 + E
µ µ < E

(18)

Near the gap ρs(E) ≈ 2ρ0|E|/
√
E2 −∆2.
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Figure 2. The spectral density ρs(E), where E = 0 at the chem-
ical potential. The thin line is ρ(E)/ρ(0) =

√
E + µ of the normal

phase; the gap 2∆ is centred on the chemical potential (unrealistic
parameters are here used, µ = 20, ∆ = 0.6)

The average number of electrons in a state (k, σ) is

nk =
1

~β
∑
n

G (k, iωn) =
1

2
− 1

2

ξk
Ek

tanh (
βEk

2
)(19)

For T = 0 it coincides with v2
k, that differs from the Fermi distribution in an inter-

val 2∆(0) centred in ξ = 0.

3. The gap equation

The gap parameter ∆(T ) is given by the gap equation, where F is known:

∆ = − g

~β
∑
n

∫
dk

(2π)3
F (k, iωn)eiωnη(20)

After the Matsubara sum (20), it is:

1

g
=

1

V

∑
k

1

2Ek
tanh

(
β

2
Ek

)
θ(~ωD − |ξk|)

Insertion of the unity 1 =
∫
dξδ(ξ − ξk) results in the density of states per unit

volume and single spin component of the normal phase, ρ(ξ) = 1
V

∑
k δ(ξ − ξk),

The sum in k-space is changed to an integral in energy,

1 =
g

2

∫
dξ ρ(ξ)

tanh (1
2β
√
ξ2 + |∆|2)√

ξ2 + |∆|2
θ(~ωD − |ξ|)

The density of states is almost constant in the thin energy shell |ξ| < ~ωD:

(21)
1

gρ(0)
=

∫ ~ωD

0

dξ
tanh (1

2β
√
ξ2 + ∆2)√

ξ2 + ∆2
gap equation

where ρ(0) is the density of states at the Fermi energy, g is the squared coupling
constant of the electron-phonon vertex.
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• T = 0. The gap equation becomes:

1

gρ0
=

∫ ~ωD

0

dξ
1√

ξ2 + ∆2
0

with solution similar to Cooper’s result for the binding energy of a pair:

(22) ∆0 =
~ωD

sinh 1
gρ(0)

≈ 2~ωD exp

(
− 1

gρ0

)
The first correction is exponentially small:

∆(T ) = ∆0 −
√

2πkBT∆0 exp(− ∆0

kBT
)(23)

• T = Tc. At the critical temperature the order parameter ∆ is zero, and the gap
equation is an equation for Tc:

1

gρ0
=

∫ ~ωD

0

dξ

ξ
tanh ( 1

2βcξ) =

∫ xc

0

dx

x
tanh x

=tanh (xc) log(xc)−
∫ xc

0

dx
log x

cosh2 x

≈ log xc −
∫ ∞

0

dx
log x

cosh2 x

= log xc + log(
4

π
eC), xc =

~ωD
2kBTc

=
TD
2Tc

The approximations are justified by TD/Tc � 1. With C ≈ 0.5772.., the result is

(24) kBTc = 1.134 ~ωD exp

(
− 1

gρ0

)
The following universal ratio is obtained:

2∆0

kBTc
= 2πe−C ≈ 3.52

2∆0/kBTc
Al 3.53
Sn 3.63
Hg 3.95
La 3.72
Pb 3.95
Nb 3.65

From: L. P. Levy, Magnétisme et supraconductivité, EDP Sciences 1997.

Near Tc the order parameter is (see Remark 6.1)

∆(T ) = πkBTc

√
8

7ζ(3)

√
1− T

Tc
(25)

Proof. Let us start from the very beginning: ∆ = −gF (xτ,xτ+). For the homogeneous system

it is:

∆ = 2gρ0
1

β

∑
ωn

∫ ~ωD

0
dξ

∆

~2ω2
n + ξ2 + ∆2

near Tc the gap parameter is small, then we expand:

1

g
= 2ρ0

1

β

∑
ωn

∫ ~ωD

0
dξ

[
1

~2ω2
n + ξ2

−
∆2

(~2ω2
n + ξ2)2

+ . . .

]
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The Matsubara sums are evaluated in the first integral with temperature β:

1

gρ0
=

∫ 1
2
β~ωD

0

dx

x
tanhx− 2

∆2

β

∑
ωn

∫ ~ωD

0
dξ

1

(~2ω2
n + ξ2)2

In the second integral ∆ is small and we can set the Matsubara frequencies at T = Tc. With
ξ = ~|ωn|x the second term is

−2
∆2

βc

∑
ωn

1

(~|ωn|)3

∫ ωD/|ωn|

0

dx

(1 + x2)2

The upper limit is put ∞ with small error (because of the weight in front of the integral, and

because of the decay of the function as 1/x4. It becomes:

−2
∆2

π3(kBTc)2
2

∞∑
n=0

1

(2n+ 1)3

π

4
= −

∆2

(πkBT )2

7

8
ζ(3)

The equation for 1/g now is:

1

gρ0
=

∫ 1
2
β~ωD

0

dx

x
tanhx−

∆2

(πkBT )2

7

8
ζ(3)(26)

The first integral, at β = βc is precisely 1/gρ0 Then:∫ 1
2
βc~ωD

1
2
β~ωD

dx

x
tanhx = −

∆2

(πkBT )2

7

8
ζ(3)

The function tanhx is 1 for large x. The integral is now log(T/Tc). Write T = Tc − (Tc − TT ) in

the log and expand for small Tc − T :

1−
T

Tc
=

∆2

(πkBTc)2

7

8
ζ(3)

The result is obtained. �

4. Thermodynamics

If Kλ = K0 +λV , then d
dλZλ = d

dλ tr(e−βKλ) = −βZλ〈V 〉λ. Integration gives the

difference of thermodynamic potentials Ω1 − Ω0 =
∫ 1

0
dλ〈V 〉λ, where the thermal

average is evaluated with Kλ.

In BCS we have Ks = Kn − g
∫
dx(ψ†↓ψ

†
↑ψ↑ψ↓). The formula gives:

Ωs − Ωn = −
∫ g

0

dg′
∫
dx〈ψ†↓ψ

†
↑ψ↑ψ↓〉g′

≈ −
∫ g

0

dg′
∫
dx〈ψ†↓ψ

†
↑〉g′〈ψ↑ψ↓〉g′ = −

∫ g

0

dg′

g′2

∫
dx|∆′(x)|2

For a homogeneous system:

Ωs − Ωn
V

= −
∫ g

0

dg′

g′2
∆′2

Differentiation of the gap equation gives:

−dg
′

g′2
= d∆′ρ0

∂

∂∆′

∫ ~ωD

0

dξ
th(β2

√
ξ2 + ∆′2√

ξ2 + ∆′2
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Now change to variable ∆′ = ∆(g′) and integrate by parts:

Ωs − Ωn
V

= ρ0

∫ ∆

0

d∆′∆′2
∂

∂∆′

∫ ~ωD

0

dξ
th(β2

√
ξ2 + ∆′2√

ξ2 + ∆′2

= ρ0∆2

∫ ~ωD

0

dξ
th(β2

√
ξ2 + ∆′2√

ξ2 + ∆′2
− 2ρ0

∫ ∆

0

d∆′∆′
∫ ~ωD

0

dξ
th(β2

√
ξ2 + ∆′2√

ξ2 + ∆′2

=
∆2

g
− 2ρ0

∫ ~ωD

0

dξ

∫ ∆

0

d∆′∆′
th(β2

√
ξ2 + ∆′2√

ξ2 + ∆′2

change variable to x =
β

2

√
ξ2 + ∆′2

=
∆2

g
− 4

ρ0

β

∫ ~ωD

0

dξ

∫ β
2

√
ξ2+∆2

β
2 ξ

dx thx

=
∆2

g
− 4ρ0

β

∫ ~ωD

0

dξ

[
log cosh(

β

2

√
ξ2 + ∆2)− log cosh(

β

2
ξ)

]
=

∆2

g
− 2ρ0

∫ ~ωD

0

dξ
[√

ξ2 + ∆2 − ξ
]
− 4ρ0

β

∫ ~ωD

0

dξ
[
log(1 + e−β

√
ξ2+∆2

)− log(1 + e−βξ)
]

In the last integral the function is exponentially small for ξ > β
2 ~ωD and the upper

limit can be set +∞.∫ ∞
0

dξ log(1 + e−βξ) =
1

β

∞∑
`=1

(−1)`+1

`

∫ ∞
0

dxe−`x =
1

β

∞∑
`=1

(−1)`+1

`2
=

1

β

π2

12∫ ~ωD

0

dξ
√
ξ2 + ∆2 = ∆2

∫ θ̄

0

dθ ch2(θ) =
∆2

2

[
θ̄ + sh(θ̄)ch(θ̄)

]
where shθ̄ = ~ωD

∆ � 1 is solved by θ̄ = log( 2~ωc
∆ ) + 1

4 ( ∆
~ωD )2 + .... Then:∫ ~ωD

0

dξ
√
ξ2 + ∆2 =

∆2

2

[
(
~ωD
∆

)2 +
1

2
+ log(

2~ωD
∆

) +
1

8
(

∆

~ωD
)2 + ...

]
We omit terms of order (∆/~ωD)2

Ωs − Ωn
V

=
∆2

g
− ρ0∆2

[
log(

2~ωD
∆

) + (
~ωD
∆

)2 +
1

2
+ ...

]
+ ρ0(~ωD)2

+
π2

3

ρ0

β2
− 4ρ0

β

∫ ∞
0

dξ log(1 + e−β
√
ξ2+∆2

)

=
∆2

g
− ρ0∆2 log(

2~ωD
∆

)− ∆2

2
ρ0 +

π2

3

ρ0

β2
− 4ρ0

β

∫ ∞
0

dξ log(1 + e−β
√
ξ2+∆2

) + ...

Simplify with eq.(22) for ∆0: log( 2~ωD
∆ ) = log ∆0

∆ + 1
gρ0

. Then:

Ωs − Ωn
V

= −ρ0∆2

[
log

∆0

∆
+

1

2

]
+
π2

3

ρ0

β2
− 4ρ0

β

∫ ∞
0

dξ log(1 + e−β
√
ξ2+∆2

)(27)

The thermodynamics is discussed in two limit cases: T near 0 and near Tc.
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• T � Tc, where ∆(T ) = ∆0

[
1−

√
2πkBT/∆0e

−∆0/kBT + ...
]
≡ ∆0(1− δ).

The expansion in small δ is made, with leading terms

Ωs − Ωn
V

= −1

2
ρ0∆2

0 +
π2

3
ρ0(kBT )2 − 4ρ0kBT

∫ ∞
0

dξe−β
√
ξ2+∆2

0 + ...

The integral is dominated by the small x� 1 region:∫ ∞
0

dξe−β
√
ξ2+∆2

0 = ∆0

∫ ∞
0

dxe−β∆0

√
1+x2 ≈ ∆0e

−β∆0

∫ ∞
0

dxe−
1
2β∆0x

2

=
√
kBT∆0e

−β∆0

√
π

2

Then:

Ωs − Ωn
V

= −1

2
ρ0∆2

0 +
π2

3
ρ0(kBT )2 − ρ0

√
2π∆0(kBT )3/2e−β∆0(28)

Only the first term is non-zero for T = 0: it is the energy stored in the Cooper
pairs per unit volume.
Since Ns = Nn it is ∆Ω/V = fs − fn (difference of free energies per unit volume),
i.e. the (negative) condensation energy per unit volume. For T � Tc:

Hc(T )2

8π
=

1

2
ρ0∆2

0

[
1− 2π2

3

(
kBTc
∆0

)2
T 2

T 2
c

+ ...

]
It follows that Hc(0) = ∆0

√
4πρ0 and

Hc(T )

Hc(0)
= 1− π2

3

(
kBTc
∆0

)2
T 2

T 2
c

+ ... = 1− e2C

3

T 2

T 2
c

+ ...

The universal ratio was used. The number is 1.06 and modifies the empirical law
by K. Onnes. The difference of entropies per unit volume is (the largest terms are
kept; note that kBT < ∆0 in this limit):

ss − sn = − ∂

∂T

Ωs − Ωn
V

≈ −2π2

3
ρ0kBT + 2ρ0

√
2π∆0(kBT )3/2 ∆0

kBT 2
e−∆0/kBT

The specific heats per unit volume can be obtained separately:

cn = T
∂sn
∂T

=
2π2

3
ρ0k

2
BT

cs = 2ρ0

√
2πk2

BT (
∆0

kBT
)5/2e−β∆0

• T ≈ Tc. It is not easy to use the formula (27). We go back to:

Ωs − Ωn
V

=

∫ ∆

0

d∆′∆′2
d

d∆′
1

g′

The derivative is done easily with (26):

Ωs − Ωn
V

=

∫ ∆

0

d∆′∆′2
[
−ρ0

2∆′

(πkBTc)2

7

8
ζ(3)

]
= − 7

16
ρ0ζ(3)

∆4

(πkBTc)2
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Insertion of the expression (25) for ∆(T ) near Tc gives:

Ωs − Ωn
V

= −1

2
ρ0(πkBTc)

2 8

7ζ(3)

(
1− T

Tc

)2

= −Hc(T )2

8π
(29)

With the value of Hc(0) =
√

4πρ0∆0 found at T = 0 we obtain, near Tc:

Hc(T )

Hc(0)
=
πkBTc

∆0

√
8

7ζ(3)

(
1− T

Tc

)
≈ 1.74

(
1− T

Tc

)
The first fraction is the universal ratio eC . The empirical law near Tc gives instead
a factor 2.
The difference of the entropy densities

ss − sn = −ρ0
8π2

7ζ(3)
k2
BTc

(
1− T

Tc

)
gives the difference of specific heats at Tc:

cs − cn = Tc
∂

∂T
(cs − cn) = ρ0

8π2

7ζ(3)
k2
BTc

With cn = 2
3π

2ρ0k
2
BT the ratio for the jump of specific heats at Tc is obtained:

cs − cn
cn

=
12

7ζ(3)
= 1.43(30)

Some experimental values are: 1.60 (Sn), 1.45 (Al), 2.71 (Pb).

5. The Meissner effect

In linear response, the current density in presence of a vector field is

Ji(x) = − e2

mc
n(x)Ai(x)− 1

~c

∫
dx′DR

ij (x, x
′)Aj(x

′)

The retarded correlator iDR
ij (x, x

′) = θ(t− t′)〈[δji(x), δjj(x
′)]〉 is evaluated through

the T-ordered one −Dij(xτ,yτ
′) = 〈Tji(xτ)jj(yτ

′)〉conn.
The charged current operator (in absence of A) is:

ji(x) = − i~e
2m

∑
µ

[
ψ†µ

∂ψµ
∂xi

(x)−
∂ψ†µ
∂xi

ψµ(x)

]

−Dij(xτ,yτ
′) = 〈Tδji(xτ)δjj(yτ

′)〉

=

(
−i e~

2m

)2 [
∂

∂xi1
− ∂

∂xi2

] [
∂

∂xj3
− ∂

∂xj4

]
D(x1τ,x2τ,x3τ

′,x4τ
′)

D(x1τ,x2τ,x3τ
′,x4τ

′) =
∑
µν

〈Tψ†µ(x1, τ)ψµ(x2, τ)ψ†ν(x3, τ
′)ψµ(x4, τ

′)〉conn

=
∑
µν

[Gµν(x2τ,x3τ
′)Gνµ(x4τ

′,x1τ)−F †µν(x1τ,x3τ
′)Fµν(x2τ,x4τ

′)]

The last line is the Hartree Fock approximation.
For an homogeneous system, the Fourier expansions are inserted so that derivatives
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are done explicitly. Then the expressions of the BCS correlators are used. After
long algebra:

Dij(q, iν) =

(
e~
2m

)2 ∫
dk

(2π)3
(qi + 2ki)(qj + 2kj){

− (ukuk+q + vkvk+q)
2(nk+q − nk)

[
~

i~ν − Ek+q + Ek
− ~
i~ν + Ek+q − Ek

]
+ (ukvk+q − ukvk+q)

2(1− nk+q − nk)

[
~

i~ν − Ek+q − Ek
+

~
i~ν + Ek+q + Ek

]}
The replacement iν → ν + iη yields the retarded function. The static limit is:

DR
ij (q, 0) =

(
e~
2m

)2

2~
∫

dk

(2π)3
(qi + 2ki)(qj + 2kj)(ukuk+q + vkvk+q)

2 nk+q − nk
Ek+q − Ek

Now take the long-scale limit, q → 0:

DR
ij (0, 0) =

(
e~
2m

)2

8~
∫

dk

(2π)3
kikj(u

2
k + v2

k)2 ∂n(Ek)

∂Ek

= δij
2

3

e2~3

m2

∫
dk

(2π)3
k2 ∂n(Ek)

∂Ek

= δij
1

3

e2~
mπ2

∫
dk k4 ∂n(E)

∂E

where E =
√

(εk − µ)2 + ∆2. For small q the static supercurrent is:

Ji(q) = −e
2n

mc
Ai(q)−

1

~c
DR
ij (0, 0)Aj(q)

Dedine the super-electron density in the BCS theory:

nS(T ) = n+
~2

3π2m

∫ ∞
0

dk k4 ∂

∂E

1

eβE + 1
(31)

For low q one obtains the relation by London

J(q) = − e2

mc
nS(T )A(q)

that implies the Meissner effect, with screening length

δ2(T ) =
4πe2nS(T )

mc2

The temperature limit behaviours of the density nS are:

nS(T )

n
=

{
1−

√
2π∆0

kBT
exp(− ∆0

kBT
) T → 0

1− T
Tc

T → T−c
(32)

Near T = 0 the effective number of Cooper pairs is ≈ ρ0∆0. However all electrons
participate to the supercurrent (like in superfluidity: all bosons are superfluid, but
only a fraction makes the condensate).
For T near Tc Fetter and Walecka have an extra factor 2.
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6. The Ginzburg - Landau limit of BCS

The Ginzburg-Landau theory was derived from the microscopic BCS model by
Gorkov in 1959 [10]. Near the transition line H = Hc(T ), the function ∆ is small,
and the Dyson equation (13) for G(x,y; iωn) can be solved by iteration (Born
series):

G = Gn +
1

~
GnDGn +

1

~2
GnDGnDGn +

1

~3
GnDGnDGnDGn + . . .

The truncation to third order in D evaluates the correlators F (x,y, iωn) and
G (x,y, iωn) in terms of the normal Green function and the gap function ∆:

G (1, 2, iωn) = Gn(1, 2, iωn)(33)

− 1

~2
Gn(1, 3, iωn)∆(3)Gn(4, 3,−iωn)∆(4)Gn(4, 2, iωn)

F (1, 2, iωn) = −1

~
Gn(1, 3, iωn)∆(3)Gn(2, 3,−iωn)(34)

+
1

~3
Gn(1, 3, iωn)∆(3)Gn(4, 3,−iωn)∆(4)Gn(4, 5, iωn)∆(5)Gn(2, 5,−iωn);

(space variables 3, 4, 5 are integrated). The expansion (33) is used to evaluate
the super-current, and yields the second G.L. equation. Eq.(34) with 2 = 1+ and
summation of Matsubara frequencies, is a cubic equation for the gap function ∆(1),
and yields the first G.L. equation for the order parameter ψ ∝ ∆:

1

g
∆(1) =

∫
d2Q(1, 2)∆(2) +

∫
d234R(1, 2, 3, 4)∆(2)∆(3)∆(4)(35)

with weight functions

Q(1, 2) =
1

~2β

∑
n

Gn(1, 2, iωn)Gn(1, 2,−iωn)

R(1, 2, 3, 4) = − 1

~4β

∑
n

Gn(1, 2, iωn)Gn(3, 2,−iωn)Gn(3, 4, iωn)Gn(1, 4,−iωn)

The Green function oscillate rapidly on a scale r � k−1
F , that measures the average

distance of electrons. For simplicity we restrict to the case of zero magnetic field
(see Fetter-Walecka for the case with magnetic field).

Gn(x,y, iωn) =

∫
dk

(2π)3

eik·(x−y)

iωn − ξk/~
= − m

2iπ2

1

r

∫
R
xdx

eikF xr

x2 − z2

where r = |x−y| and z2 = 2m
~2k2F

(µ+ i~ωn) ≈ 1+ i~ωn/µ for T � TF . For µ� ~ωn
it is z = ±1 ± i

2~ωn/µ. The integral is evaluated with the residue theorem, by
closing the path in Im x > 0. The encircled pole is x = sign(ωn) + i|ωn|/µ.

Gn(x,y, iωn) = − m

2π~r
exp

[
ikF r sign(ωn)− r |ωn|

vF

]
(36)
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As a consequence Q has an exponential decay

Q(|x− y|) =
1

~2β

∑
n

Gn(x,y, iωn)Gn(x,y,−iωn)

=
m2

4π2~4βr2

∑
n odd

e
−2r

|ωn|
vF =

m2

4π2~4βr2

[
sinh

2πr

~βvF

]−1

The order parameter of GL theory decays on the scale of the coherence length ξ,
that diverges near Tc. In BCS the order parameter is expected to decay similarly.
The following expansions are justified:∫

dyQ(|y − x|)∆(y) =

∫
dyQ(y)∆(y + x)

=

∫
dyQ(y)

[
1 + yj

∂

∂xj
+

1

2
yjyk

∂2

∂xj∂xk
+ ...

]
∆(x)

= ∆(x)

∫
dyQ(y) +

1

6
∇2∆(x)

∫
dyy2Q(y) + . . .

∫
dyQ(y) =

1

β

∑
n

∫
dy

∫
dkdq

(2π)6
ei(k+q)·y 1

i~ωn − ξk
1

−i~ωn − ξq

=
1

β

∑
n

∫
dk

(2π)3

1

~2ω2
n + ξ2

k

≈ ρ0

∫ β~ωD

0

dξ

ξ
tanh

ξ

2

= ρ0 log
Tc
T

+
1

g
≈ ρ0

Tc − T
Tc

+
1

g
.∫

dyy2Q(y) =
m2β2v3

F

8π4~

∫ ∞
0

dy
y2

sinh y
=
m2β2v3

F

8π4~
7ζ(3)

2
=

7ζ(3)

8
ρ0

[
~vF
πkBTc

]2

ρ0 =
mkF
2π2~2

The same approximation applies to the term with kernel R, which is itself a cor-
rection:

∫
dx123R(x,x1,x2,x3)∆(x1)∆(x2)∆(x3) ≈ R ∆(x)|∆(x)|2

R =

∫
d(234)R(1, 2, 3, 4)

= − 1

~4β

∑
n

∫
d(234)Gn(1, 2, iωn)Gn(3, 2,−iωn)Gn(3, 4, iωn)Gn(1, 4,−iωn)

= − 1

β

∫
dk

(2π)3

∑
n

1

(~2ω2
n + ξ2

k)2
≈ − 1

β
ρ0

∑
n

1

(~|ωn|)3

∫
R

dx

(1 + x2)2

= − 7ζ(3)

8(πkBTc)2
ρ0

Remark 6.1. For a homogeneous system, the order parameter ∆ does not depend
on position. Eq.(35) is: ∆

g = ∆
∫
dyQ(y) + ∆3R i.e.

0 = ρ0
Tc − T
Tc

−∆2 7ζ(3)

8π2
ρ0β

2
c

The equation gives the expression (25) of ∆(T ) close to the transition.
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Equation (35) for ∆ is:

0 = C∇2∆(x) +A∆(x) +R∆(x)3

with C = 1
6

∫
dyy2Q(y), A =

∫
dyQ(y)− 1

g . If we assume that ∆(x) = Kf(x):

0 = −C
A
∇2f − f −K2R

A
f3

It becomes the 1st GL equation 0 = −ξ2∇2f − f + f3 with the identifications

ξ =

√
7ζ(3)

48π2

~vF
kBTc

√
Tc

Tc − T
, ∆(x) = kBTc

√
8π2

7ζ(3)

√
1− T

Tc
f(x)(37)

The expression for |a| is obtained from ξ:

|a| = ~2

2m∗ξ2
=

(
2m

m?

)
6

7ζ(3)

(πkBTc)
2

εF

(
1− T

Tc

)
The expression for b is obtained from Hc(T ) near the transition, eq.(29), where GL
holds:

b =
4πa2

Hc(T )2
=

(
2m

m?

)2
6

7ζ(3)

(πkBTc)
2

nεF

where we used ρ0εF = (3/4)n, where n is the uniform density of electrons. The
ratio for the bulk density is:

ψ2
∞ =

|a|
b

=

(
m?

2m

)
n

(
1− T

Tc

)
If we identify ψ2

∞ = nS and compare with (32) near Tc, we conclude that m? = 2m.

7. The Bogoliubov - de Gennes equations

The matrix operator Kx acts on the Hilbert space L2(R3) × C2 and is self-
adjoint. It has real eigenvalues, and the eigenvectors form an orthonormal basis.
The eigenvalue equation

(38)

[
kx ∆(x)

∆(x) −kx

] [
ua(x)
va(x)

]
= Ea

[
ua(x)
va(x)

]
gives the pair of Bogoliubov - de Gennes equations:

(kua)(x) + ∆(x)va(x) = Eaua(x)

(kva)(x)−∆(x)ua(x) = −Eava(x)

If (ua, va) solves them with eigenvalue Ea > 0, then (−va, ua) is a solution with
eigenvalue −Ea. The equations (38) with eigenvalues ±Ea may be written jointly:

(39) Kx
[
ua(x) −va(x)
va(x) ua(x)

]
=

[
ua(x) −va(x)
va(x) ua(x)

] [
Ea 0
0 −Ea

]
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The ortho-normalization and completeness of the doublets in Hilbert space may be
expressed in matrix form:∫

dx

[
ub(x) vb(x)
−vb(x) ub(x)

] [
ua(x) −va(x)
va(x) ua(x)

]
= δab I2(40) ∑

Ea>0

[
ua(x) −va(x)
va(x) ua(x)

] [
ua(y) va(y)
−va(y) ua(y)

]
= δ(x− y) I2(41)

Diagonalization of the many-body Hamiltonian. The matrix relation (39)
suggests that the many-body Hamiltonian is diagonalized by the following trans-
formation to new operators:

(42)

[
ψ̂↓(x)

ψ̂†↑(x)

]
=
∑
a

[
ua(x) −va(x)
va(x) ua(x)

] [
α̂a
β̂†a

]
This and the adjoint are, in detail:

ψ̂↓(x) =
∑
a

(ua(x)α̂a − va(x)β̂†a), ψ̂†↓(x) =
∑
a

(ua(x)α̂†a − va(x)β̂a)(43)

ψ̂↑(x) =
∑
a

(va(x)α̂†a + ua(x)β̂a), ψ̂†↑(x) =
∑
a

(va(x)α̂a + ua(x)β̂†a)(44)

Inversion is done with the aid of (40):

(45)

[
α̂a
β̂†a

]
=

∫
dx

[
ua(x) va(x)
−va(x) ua(x)

][
ψ̂↓(x)

ψ̂†↑(x)

]
The adjoint operators are also obtained. The transformation is canonical i.e. the
new operators have canonical anticommutation relations:

{α̂a, α̂†b} = δab, {β̂a, β̂†b} = δab(46)

and all other anticommutators vanish. By eq.(39)

(KxΨ)(x) =
∑
a

[
ua(x) −va(x)
va(x) ua(x)

] [
Ea 0
0 −Ea

] [
α̂a
β̂†a

]
Evaluation of K̂BCS =

∫
dxΨ†KΨ and (40) give a diagonal operator for quasipar-

ticles (bogolons):

(47) K̂BCS = U0 +
∑
a

Ea(α̂†aα̂a + β̂†aβ̂a)

where U0 = −
∑
aEa. The ground state is defined by

α̂a|BCS〉 = 0 β̂a|BCS〉 = 0, ∀a

The gap equation. The change of basis (43) simplifies the gap equation, with
thermal average with the diagonal operator (47)

∆(x) = −g
∑
ab

ua(x)vb(x)〈α̂†aα̂b〉 − va(x)ub(x)〈β̂aβ̂†b 〉

= g
∑
a

ua(x)va(x)[1− 2n(Ea)]
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where n(Ea) = (eβEa + 1)−1 is the Fermi-Dirac occupation number of the state
with energy Ea. Then:

∆(x) = g
∑
a

ua(x)va(x) tanh

(
β

2
Ea

)
(48)

The equation must be solved self-consistently with the Bogoliubov - de Gennes
equations for ua and va. As the gap function depends on temperature, the ampli-
tudes ua, va as well as the energies Ea depend on T .

Exercise 7.1. Show that Ω = − 2
β

∑
a log

(
2 cosh 1

2βEa
)
.

Exercise 7.2. Show that the average density of electrons is:

n(x) =
∑
a

|ua(x)|2na + |va(x)|2(1− na).(49)

Homogeneous systems. In homogeneous problems there is no external field and
∆ is constant. An analytic solution is found in momentum space. We seek for a
solution of the Bogoliubov - de Gennes equations of the form[

uk(x)
vk(x)

]
=
eik·x√
V

[
uk
vk

]
(50)

The eigenvalue equation is algebraic:[
ξk ∆
∆ −ξk

] [
uk
vk

]
= Ek

[
uk
vk

]
where ξk = εk − µ is the single-particle energy of the normal phase, measured with
respect to the chemical potential. The homogeneous system admits a nontrivial
solution if

(51) Ek =
√
ξ2
k + |∆|2

(the positive root is selected for stability). The energy gap |∆| separating the
Fermi surface ξ = 0 from the lowest excitation, profoundly modifies the properties
of the electron gas at low temperatures.

The amplitudes solve the normalization condition |uk|2 + |vk|2 = 1 and the
eigenvalue condition ξkuk + ∆ vk = Ekuk. The latter gives |∆||vk| = (Ek − ξk)|uk|,
with solutions

|uk|2 =
1

2

(
1 +

ξk
Ek

)
, |vk|2 =

1

2

(
1− ξk

Ek

)
(52)

In the normal phase Ek = |ξk|; then: |uk| = θ(εk − µ) and |vk| = θ(µ− εk).
The equation ξkuk + ∆ vk = Ekuk gives ∆|vk|2 = (Ek − ξk)ukvk i.e. the useful
relation:

ukvk =
∆

2Ek
(53)
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The expansion of the field operators in the two canonical basis,[
ψ̂↓(x)

ψ̂†↑(x)

]
=
∑
k

eik·x√
V

[
âk,↓
â†−k,↑

]
=
∑
k

eik·x√
V

[
uk −vk
vk uk

] [
α̂k

β̂†−k

]
implies the Bogoliubov - Valatin transformation:[

âk,↓
â†−k,↑

]
=

[
uk −vk
vk uk

] [
α̂k

β̂†−k

]
(54)

and the Hermitian conjugate. Inversion gives:

α̂k = ūkâk,↓ + v̄kâ
†
−k,↑, α̂†k = ukâ

†
k,↓ + vkâ−k,↑(55)

β̂k = −v̄kâ†−k,↓ + ūkâk,↑, β̂†k = −vkâ−k,↓ + ukâ
†
k,↑(56)

The operators α̂k and β̂k annihilate, for all vectors k, the state

|BCS〉 =
∏

k
(ūk + v̄ka

†
k↑a
†
−k↓)|0〉(57)

which reads as a sea of Cooper pairs4. In the normal phase (∆ = 0) it coincides
with the filled Fermi sphere.
Creation operators break Cooper pairs and create excited states (bogolons) con-
sisting of Cooper pairs and unpaired electrons. For example:

α̂†k|BCS〉 =
∏
q6=k

(ūq + v̄qâ
†
−q↑â

†
q↓)â

†
k↓|0〉

β̂†−k|BCS〉 =
∏
q6=k

(ūq + v̄qâ
†
−q↑â

†
q↓)â

†
k↑|0〉

α̂†kβ
†
−k|BCS〉 = ūk

∏
q6=k

(ūq + v̄qâ
†
−q↑â

†
q↓)â

†
k↓â
†
k↑|0〉

Exercise 7.3. Show that the thermal occupation numbers are

〈â†k↑âk↑〉 =
1

2

[
1− ξk

Ek
tanh( 1

2βEk)

]
Note that 〈BCS|â†k↑âk↑|BCS〉 = |vk|2 (the thermal average at T = 0).

Exercise 7.4. The Nambu-Gorkov propagators can be represented as expansions
in the Bogoliubov - de Gennes eigenstates. Show that:

G (x,x′, iωn) =
∑
a

ua(x)ua(x′)

iωn − Ea/~
+
va(x)va(x′)

iωn + Ea/~
(58)

F (x,x′, iωn) =
∑
a

−ua(x)va(x′)

iωn − Ea/~
+
va(x)ua(x′)

iωn + Ea/~
(59)

4In [6] Bardeen, Cooper and Schrieffer (1957) introduced the state with variational parameters

uk and vk with |uk|2+|vk|2 = 1 for normalization. Minimization of 〈BCS|K̂eff |BCS〉 with respect
to the parameters yields the same results presented here. Bogoliubov and Valatin independently
simplified the theory by their canonical transformation [7, 8].



20 BCS

and recover the gap equation (48) by evaluating the Matsubara sum

∆(x) = −g 1

~β
∑
n

F (x,x, iωn)eiωnη

8. Appendix: the Hartree approximation

To gain some understanding of the Hartree approximation in BCS, let K̂ =
K̂0 + K̂1, where K0 is the one-particle term, and K̂1 is the quartic term (see also
[14]). The thermal average of field operators in interaction picture is

〈T ψ̂(x1)ψ̂(x2) . . .〉K =
〈T UI(~β, 0)ψ̂(x1)ψ̂(x2) . . .〉K0

〈UI(~β, 0)〉K0

.(60)

where x = (x, τ) and

UI(~β, 0) = T exp

(
−1

~

∫ ∫ ~β

0

dx
[
−g (ψ̂†↓ψ̂

†
↑)(x

+)(ψ̂↑ψ̂↓)(x)
])

The four-fermion interaction may be splitted with the introduction of an auxiliary
complex field Φ(x).

Consider the following multidimensional integral with complex variables:∫ ∏
j

d2zj
π

e−
∑
k(|zk|2+ᾱkzk+z̄kβk) = e

∑
k ᾱkβk

In the extension to a continuum, the label k is replaced by a variable x that may
be multi-dimensional. The result is known as the Hubbard-Stratonovich transform:

1

ZΦ

∫
D2Φe−

∫
dx{|Φ(x)|2+α(x)Φ(x)+Φ(x)β(x)} = e

∫
dxα(x)β(x)(61)

ZΦ =

∫
D2Φe−

∫
dx|Φ(x)|2

The formula is usually used in the reverse direction: at the cost of an integral with
auxiliary field, the product of the fields α and β̄ is decoupled.

We obtain a Gaussian functional integral, where all pairs of operators commute
because of T-ordering:

UI(~β, 0) =
1

ZΦ

∫
D2ΦT exp

[
− 1

~g
|Φ(x)|2 − 1

~
(Φψ̂↑ψ̂↓ + ψ̂†↓ψ̂

†
↑Φ)(x)

]
ZΦ =

∫
D2Φ exp

[
− 1

~g

∫
dx|Φ(x)|2

]
The BCS partition function is Z = Z0〈UI(~β, 0)〉K0 , with Z0 = tr (e−βK0) and

〈UI(~β, 0)〉K0
=

1

ZΦ

∫
DΦ

〈
Te−

1
~S[Φ,Φ]

〉
K0

(62)

A variation δΦ̄ of the field gives, to first order

〈Te− 1
~S[Φ,Φ̄+δΦ̄]〉K0

=
〈
Te−

1
~S[Φ,Φ̄]

[
1 +

∫
dxδΦ̄(x)

[
1

g
Φ(x) + ψ̂↑(x)ψ̂↓(x)

]
+ . . .

]〉
K0

Since the measure is invariant, this gives a Ward identity:

0 =
1

ZΦ

∫
DΦ

〈
Te−

1
~S[Φ,Φ̄]

[
Φ(x) + gψ̂↑(x)ψ̂↓(x)

] 〉
K0
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Now comes the approximation: the main contribution to the functional integral
comes from the auxiliary field Φ that maximises the Boltzmann weight 〈Te−S/~〉.
The extremum ∆(x) makes the first variation to vanish〈

Te−
1
~S[∆,∆̄]

[
∆(x) + gψ̂↑(x)ψ̂↓(x)

] 〉
K0

= 0(63)

This is the gap equation (4) for ∆(x) (time-dependence cancels because of equal
times).
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